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Abstract—Autonomous trajectory generation through generalization requires a database of motion, which can be difficult and time consuming to obtain. In this paper, we propose a method for autonomous expansion of a database for the generation of compliant and accurate motion, achieved through the framework of compliant movement primitives (CMPs). These combine task-specific kinematic and corresponding feed-forward dynamic trajectories. The framework allows for generalization and modulation of dynamic behavior. Inspired by human sensorimotor learning abilities, we propose a novel method that can autonomously learn task-specific torque primitives (TPs) associated to given kinematic trajectories, encoded as dynamic movement primitives. The proposed algorithm is completely autonomous, and can be used to rapidly generate and expand the CMP database. Since CMPs are parameterized, statistical generalization can be used to obtain an initial TP estimate of a new CMP. Thereby, the learning rate of new CMPs can be significantly improved. The evaluation of the proposed approach on a Kuka LWR-4 robot performing a peg-in-hole task shows fast TP acquisition and accurate generalization estimates in real-world scenarios.

Index Terms—Autonomous learning, compliant movement primitives (CMPs), internal dynamic models.

I. INTRODUCTION

When generating new motion trajectories, statistical generalization provides an option to synthesize a similar trajectory, appropriate for a new task within the training space, from a set of recorded movements [1].

However, two main challenges constrain the applicability of generalization.

1) The database needs to be provided beforehand, resulting in substantial initial programming effort for the user.
2) Generalization only works within the training space.

In this paper, we propose an algorithm for autonomous expansion of the database, where the robot uses iterative learning to optimize its behavior for new task conditions. The newly generated and optimized trajectories can either increase the density of the database within the training space, or expand it beyond its current limits to provide a greater area of applicability. Hence, minimal initial effort is left to the user.

The main contribution of this paper is fast and autonomous learning of new and at the same time accurate trajectories comes from the necessity to operate in unstructured environments, such as human everyday environments and homes. Operating in such environments and with humans requires that the robot is compliant in case of potential undesired contact with objects, and even more importantly, humans. Accurate dynamical models of the robot and the task allow for compliant and accurate behavior [6]. However, these models are difficult to obtain, so methods of learning task-specific models have been proposed [7]. One such method is with the use of Compliant Movement Primitives (CMPs) [7], which encode both the kinematic and corresponding feed-forward dynamic trajectories can either increase the density of the database within the training space, or expand it beyond its current limits to provide a greater area of applicability. Hence, minimal initial effort is left to the user. As a side note, in order to continuously transition among the trajectories in the database, the user has to ensure their similarity. As demonstrated in [1], the transition between trajectories originating from variations of the semantically equivalent task is smooth in real-world problems because it is unlikely that a completely different strategy would be used to solve a task in different but similar situations.

Learning of movement trajectories that are to expand the database can be a lengthy process, depending on the learning approach. For example, explorative methods, such as reinforcement learning, might take a long time because they need a high number of repetitions [2]. On the one hand, such methods were, for example, applied for learning of force profiles, which were combined with kinematic trajectories to accomplish in-contact tasks [3], [4]. Supervised methods, such as iterative learning control (ILC), on the other hand, are faster, but need a reference to optimize to [5]. Yet even these might take too long to generate a database that will allow statistical methods to generate an accurate trajectory for the given task parameters. In this paper, we show that we can considerably accelerate the learning by providing a better initial estimate, which originates from the at-the-time available database. Thus, iterative learning provides new entries into the database, while statistical generalization from the said database provides initial estimates for iterative learning. Consequently, the generalization results improve with every new entry, which also means that the initial approximations for explorative learning gradually improve as well.

The need for fast generation of new and at the same time accurate trajectories comes from the necessity to operate in unstructured environments, such as human everyday environments and homes. Operating in such environments and with humans requires that the robot is compliant in case of potential undesired contact with objects, and even more importantly, humans. Accurate dynamical models of the robot and the task allow for compliant and accurate behavior [6]. However, these models are difficult to obtain, so methods of learning task-specific models have been proposed [7]. One such method is with the use of Compliant Movement Primitives (CMPs) [7], which encode both the kinematic and corresponding joint torques for the given task. The kinematic trajectory takes the form of a dynamic movement primitive (DMP) [8], retaining all the properties of modulation and adaptation of a DMP. The dynamic trajectory, i.e., the joint torques encoded as torque primitives (TPs), are given as a set of weighted radial-basis type kernel functions and called TPs. CMPs have been shown to allow statistical generalization based on given task parameters [7], but their learning has so far remained constrained to recording the torques of an execution with a stiff robot. Being a potentially dangerous method, it cannot be applied for autonomous database expansion.

The main contribution of this paper is fast and autonomous learning of CMPs. From a given desired kinematic behavior, the torques are learned iteratively through several repetitions until the error of compliant tracking is reduced below a predefined threshold. A good initial approximation reduces the number of needed iterations. This initial approximation is generated with statistical generalization from a database of learned motions. Learning of joint torques for robots...
can be analogously observed in humans [9], where the kinematic trajectory is learned in Cartesian space (DMPs) and the task dynamics in the joint space (TPs).

This paper is a continuation of our work with substantial contributions relative to the previous conference paper [10]. The specific contributions of this paper, that go beyond our conference paper [10], are: the stability analysis; a more in-depth explanation of the method; an additional experiment, which depicts behavior during physical interaction; and extensive related work and discussion sections.

This paper is organized as follows. Section II describes the related work, separately detailing the topics of generalization, and learning of robot torque profiles. Section III describes the main contribution of this paper, i.e., autonomous learning of CMPs with an emphasis on learning robot joint torques. A stability analysis of this learning algorithm in Section III-C shows that the process is stable. Section IV describes the process of autonomously expanding a database of motions for statistical generalization. Results of experimental evaluation on a Kuka LWR+ robot arm learning to perform a peg-in-hole task are presented in Section V. Section VI concludes this paper with a discussion.

II. RELATED WORK

A. Generalization

Generalization of robot trajectories is a wide topic and can be considered from different aspects and domains of application. Many approaches deal with generalization of kinematic trajectories, but not so many with dynamics profiles. For this paper, the aspect of application in either kinematic or dynamic domain is specifically important. Another aspect of interest for this paper is the database generation and utilization. As the name implies, generalization utilizes a pre-existing database. On the one hand, this database can be generated by the user, but on the other hand, the robot could expand it on its own. The latter can be considered as an extrapolation-interpolation hybrid, where the database is extended autonomously beyond the reach of the original database, but then this extended database is used for generalization. Finally, the means of generalization depend on the trajectory representation.

The aforementioned DMPs, which constitute the kinematic part of the CMP, are one of the possible trajectory representations utilized in generalization of kinematic trajectories. DMPs already allow for a certain degree of generalization through the changing of the goal [8], which was effectively exploited in [11]. Yet changing the goal only explicitly changes the final position of the trajectory, while the evolution of the trajectory toward this position is left to the second-order attractor system of the DMPs. On the one hand, for generalization between a set of recorded trajectories, DMPs have been used as the means to represent the results of statistical generalization of both discrete (point-to-point) and periodic kinematic trajectories using locally weighted regression (LWR) [1]. On the other hand, generalization between the weights of the DMPs was implemented using Gaussian process regression (GPR) [12]. Both these approaches generate a new trajectory based on a task parameter, which is used as the query for the generalization. Similar task parameters were applied for learning of parameterized skills [13], where the authors propose adapting the DMP function approximator (the weights) of a single demonstration based on the task parameter. Contrary to using only one demonstration, many demonstrations were used to create a parametric attractor landscape in a set of differential equations by Matsubara et al. [14]. Parameterized skill memories [15] are also based on DMPs and enable task-specific retrieval of motion primitives, i.e., generalization from a low number of examples. Variations of DMPs have also been applied for generalization, for example, the mixture of motor primitives [16] was used obtain a task policy that is composed of several movement primitives weighted by their ability to generate successful movements in the given task context. It should be noted that the approach in [16] can autonomously update the weights.

DMPs have not been the only trajectory representation, or even the only dynamical systems applied for generalization. Because the approach in this paper is based on DMPs, we only briefly list possible alternatives. The approach of Calinon [17] is centered around task-specific Gaussian mixture models. The approach uses several frames of reference to describe the robot behavior in multiple coordinate systems, with the variations and correlations observed from the perspective of these different frames exploited to determine the impedance of the system with a linear quadratic regulator. GMMs were also applied in [18]. Hidden Markov models are another option [19]. See also [17] for an extensive list of papers on generalization.

While the above-mentioned approaches extensively explore generation of trajectories between existing database entries, database expansion has been researched less. Extrapolation is explicitly mentioned in [20], where the authors statistically encode movements in a task-parameterized mixture model, and derive an expectation-maximization algorithm to train it. In this paper, we explore how we can first create and then use these newly trained motions for an expanded database. The new motions can either be within the database or beyond it. The literature on such approaches is sparse [10], [20].

Generalization of dynamic variables, such as forces and torques, has also been studied previously. In an approach combining the kinematic DMP trajectories and dynamic coupling terms, [21] used generalization of the force-based coupling terms to generate new trajectories based on a given task parameter. The approach depends on user interaction to generate new database entries. Koroupolis et al. [22] used the measured force-control policies with the view to executing constrained movements inside deformable and homogeneous environments. They considered policies where the output is force, but the input is the motion data. In essence, this is an inverse dynamics problem and consists of estimating the force responsible for a certain motion to be realized. Kober et al. [23] have shown how to acquire a task-level representation for motor primitives, along with the interaction forces, which gives it the ability to generalize to different situations. The generalization of both kinematic trajectories and torque profiles has been reported with the aforementioned CMPs in [7]. Our paper extends the approach in [7] with autonomous database extension and autonomous learning of torque profiles.

B. Torque Profile Learning

Accurate and compliant control of robots requires their dynamical models, but also the dynamical model of the task [24]. Specifically the dynamical model of the task can be hard to obtain [25]. Therefore, different methods, including biologically inspired methods, were proposed for robot control [26]. However, (relatively) novel robotic mechanisms, such as the Kuka LWR-4, are equipped with joint-torque sensors [27], which can be used to measure the torques during a task. This has led to the development of CMPs, first reported for periodic tasks [28]. CMPs are based on recording joint-torque profiles during a task, and using them as feed-forward torque components in the next repetition of the same task. It was shown in [7] that generalization of torque components of the CMP can be used to generate new torque profiles for a dynamically different task, or even for a task where the kinematic aspect has been altered. Furthermore, combinations of parts of several trajectories were shown to produce new trajectories in [29]. Thus, the complete dynamical model does not need to be derived, but learned task-specific torques can be used for these specific tasks.
Recoding and feed-forwarding of torque trajectories was not only proposed in CMPs, but also in approaches that utilize the exact same possibility of measuring the joint torques. Calandra et al. [30] use tactile sensors to determine the force of contact with the environment on the iCub robot, and calculate the joint torques from the measured arm pose. These calculated joint torques are then used in a feed-forward manner for the control, just as is the case in CMPs. Similarly, Steinmetz et al. [31] recorded joint torques along the kinematic trajectory, encoded as a DMP, and used these torques as a feed-forward signal for the controller to increase the accuracy in the next execution of the in-contact task.

The need to first record the CMP torque profile, which comes from an exact—and therefore stiff robot execution of the task using high gains [32], has made the application of CMPs limited. Note that stiff executions might not be safe for the robot and/or humans/objects in interaction [33]. Stiff execution also means that any extension of the CMP database for generalization requires an operator. In this paper, we propose an approach of autonomously learning the torque profile of the CMPs. Initial partial results were presented in [10].

Other approaches have been proposed for torque learning. For example, Nguyen-Tuong and Peters [34], [35] used local GP for online dynamic model learning. Thus, they improved the accuracy of the model and avoided high feedback gains. Their approach requires the availability of a large quantity of data in order to learn a complete dynamic model, and not only task-specific torques. Learning of torques for a specific task can be utilized using ILC [5]. For example, Schwarz and Behnke [36] used ILC to learn motor and friction models. Kronesner et al. [37] used incremental motion learning to locally update dynamical systems. Gautier et al. [38] proposed an iterative learning identification and control method for dynamic robot control. Levine et al. [39] have optimized linear-Gaussian controllers under unknown dynamics by iteratively fitting local linear dynamics models, with a background dynamics distribution acting as a prior to reduce the sample complexity. Thus, they could outperform model-free approaches and obtain local, time-varying models, which allowed them to perform dynamic tasks where the model is difficult to learn. An example of such is the peg-in-hole task, which serves as the use-case in our paper too.

III. COMPLIANT MOVEMENT PRIMITIVES

CMPs \( h(t) \) are defined as a combination of kinematic trajectories encoded in DMPs and corresponding task-specific dynamics encoded in TPs

\[
    h(t) = [\hat{p}_d(t), \hat{v}_d(t), p_d(t), \tau_f(t)],
\]

where \( \hat{p}_d(t), \hat{v}_d(t), p_d(t) \), are the desired task-space acceleration, velocity, and position trajectories, respectively, encoded in the DMPs. The \( \tau_f \) are the corresponding task-specific joint torques encoded in TPs. In the proposed approach, a two-stage process is used to obtain the CMPs. First, the kinematic motion trajectories are obtained either by human demonstration, or are predefined, and encoded as DMPs [8], [40]. Then, the corresponding torques are obtained using recursive regression based on error learning and encoded as TPs, similar as in [10].

A. Motion Trajectories

A short recap of the DMPs [8] for encoding the motion is given first. For details on Cartesian DMPs including rotations refer to [41]. Within this framework the trajectories can be given in either joint or task space, and every degree of freedom is described by its own dynamic system. The movement trajectory for each DOF is described by the following system of nonlinear differential equations:

\[
    \begin{align}
    \dot{v} z &= \alpha_s (\beta_s (g - y) - z) + f(s) \\
    \dot{v} y &= z.
    \end{align}
\]

Here, \( y \) is the trajectory, \( z \) is temporally scaled velocity, \( v \) is the time constant, and \( \alpha_s \) and \( \beta_s \) are positive constants that ensure critical damping so that the system monotonically converges toward goal \( g \), and the nonlinear part \( f(s) \) is defined as a linear combination of radial basis function \( \Psi_i(s) \), defined as

\[
    f(s) = \sum_{i=1}^{N} w_i \Psi_i(s) \sum_{i=1}^{N} \Psi_i(s)
\]

\[
    \Psi_i(s) = \exp(-d(s - c_i)^2)
\]

where \( N \) is the number of kernel functions (kernels) weighted with \( w \), which defines the actual shape of the encoded trajectory. The variables \( d \) and \( c_i \) define the widths and centers of the kernels, respectively. Note that \( f(s) \) is not directly time dependent. Therefore, a phase variable \( s(0) = 1 \) is used

\[
    v \dot{y} = -\alpha_s s
\]

where \( \alpha_s \) is the phase parameter. If not stated otherwise, we used \( \alpha_s = 2 \).

To encode the DMPs, the weight vector \( w \) needs to be learned, for example, with incremental LWR. The target data for fitting is

\[
    f_t = v^2 \hat{p}_d + \alpha_s v \hat{v}_d - \alpha_s \beta_s (g - \hat{p}_d).
\]

Given the target \( f_t \), \( w_i \) is updated for each time step \( j \) as

\[
    w_{i,j+1} = w_{i,j} + \Psi_i \tau_{i,j} c_j
\]

\[
    \tau_{i,j} = \frac{1}{\lambda} \left( \frac{P_{i,j} - \frac{P_{i,j}^2}{2}}{\tau_g + P_{i,j}} \right)
\]

\[
    c_j = f_{t,j} - w_{i,j}.
\]

Here \( P \) is the inverse covariance. The regression starts with \( w_0 = 0 \) and \( P_0 = 1 \). \( \lambda \) is the forgetting factor set to \( \lambda < 1 \), typically at \( \lambda = 0.99 \). Alternatively, batch regression can be used for more accurate reproduction when training data with low noise are available [1].

B. Joint Torque Trajectories

The TPs are learned recursively while executing the encoded DMP motion with low-gain impedance control. The desired motion \( \hat{\theta}_d, \hat{\theta}_d, p_d \) encoded in DMPs is executed using the following control law:

\[
    \tau = J^T (K_p \dot{e}(s) + K_d \ddot{e}(s) + K_v \dddot{e}(s)) + N K_s \dddot{e} + \tau_f(s)
\]

where \( J^T \) is the Jacobian transpose, \( N \) is the dynamically consistent null space as in [42], \( \dddot{e} \) is the joint velocity, \( e \), \( \dot{e} \), and \( \ddot{e} \) are the differences between desired and actual position, \( \dot{p} \), velocity \( \dddot{p} \) and acceleration \( \dddot{p} \), respectively, and \( K_p, K_d, K_v, \) and \( K_s \) are the constant gain matrices selected such that the robot behaves compliantly, i.e., set to match the low-impedance control requirements. The \( \tau_f(s) \) is vector of feed-forward torque trajectories \( \tau_f(s) = [\tau_{f,1}(s), \tau_{f,2}(s), \ldots, \tau_{f,M}(s)]^T \), where \( M \) is the number of DOF. For one DOF, \( \tau_{f,j}(s) \) is given by

\[
    \tau_{f,j}(s) = \frac{\sum_{i=1}^{N} \psi_i(s) w_{i,j}^2}{\sum_{i=1}^{N} \psi_i(s)} \quad s \geq s_c
\]

\[
    \tau_{f,j}(s) = \frac{\sum_{i=1}^{N} \psi_i(s)}{\sum_{i=1}^{N} \psi_i(s)} \quad s < s_c
\]
where the phase \( s \) is common with the DMPs and \( s_i \) denotes the final value of the phase variable for the encoded learned torque signal. This ensures that the final torque value is maintained, even if CMPs are executed beyond the final learned point. Note that for each movement variation, including movement speed, a new TP has to be obtained. A library of motion can be built by storing TPs. Furthermore, statistical generalization or graph search can be used to generate new TPs, which were previously not explicitly learned. For details see [7] and [29].

However, in cases when the desired movement are not covered by the database, the approaches from [7] and [29] will not work. To expand the database, we previously had to learn a new TP with a stiff robot, i.e., with high-gain impedance control, which required operator input. In this paper, we propose a new method that can autonomously learn new CMPs. The proposed method recursively updates the weights \( w^i_{i,j} \) of TPs. Similarly as for DMPs, the recursive regression method is given by

\[
w^{i+1}_{i,j}(t+1) = w^i_{i,j}(t) + \psi_i P_{i,j}(t+1) e_j(t) \tag{13}
\]

\[
P_{i,j}(t+1) = \frac{1}{\lambda} \left( P_{i,j}(t) - \frac{P^2_{i,j}(t)}{\psi_i + P_{i,j}(t)} \right) \tag{14}
\]

where \( P_{i,j} \) is the covariance. The initial parameters are set to \( P_i = 1, w_i = 0 \), and \( \lambda = 0.995 \). The TP update criterion is defined similarly as in feedback-error learning [43], where the joint torques are learned based on proprioceptive errors in Cartesian space. By using the following definition, the error of motion is defined as:

\[
e(t) = \mathbf{J}^T (\alpha_i (p_j(t) - p(t)) + \beta_i (\dot{p}_j(t) - \dot{p}(t))). \tag{15}
\]

Parameters \( \alpha_i \) and \( \beta_i \) define the update rate, and \( (\cdot)_j \) denotes the desired values. Note that the error vector is defined as \( \mathbf{e} = [\epsilon_1, \epsilon_2, \ldots, \epsilon_j, \ldots, \epsilon_M] \), where \( M \) is the number of DOFs. Each DOF is updated separately with (13) and (14). If feedback error is defined as in (15), the TPs will converge toward joint torques that match the motion behavior encoded in DMPs. Note that other formulations are possible, for example, additional constraints can be added.

### C. Stability Analysis

Stability analysis of the proposed approach is based on [44]. Notations \( Y_d, Y_i, U_i, \) and \( E_i \) denote the reference signals, output signals, control signals, and error signals, respectively, at the \( i \)th iteration. \( P \) and \( C \) denote the transfer function of the linearized robot dynamics and the transfer function of the feedback controller, respectively. \( Q \) denotes the transfer function of recursive regression and \( K \) denotes the gain. Note that \( K \) is also influenced by the width \( h \) and number \( N \) of Gaussian kernel functions in (12). By assuming that the transfer function for regression is known and that the feedback system without the iteration loop is already stable, then the control signal update law is given by

\[
U_i = U_i^r + CE_i \tag{16}
\]

where \( U_i^r \) is the current regression update based on a previous state, given by

\[
U_i^r = U_{i-1}^r + KQE_i \tag{17}
\]

It is called current regression update because the current cycle tracking error \( E_i \) is involved in learning. For the given control task \( Y_d \), the convergence condition are as follows:

\[
E_i = Y_d - Y_i = Y_d - PU_i = Y_d - P(U_i^r + CE_i) = Y_d - P(U_{i-1}^r + KQE_i + CE_i) = Y_d - P(U_{i-1} + CE_{i-1} - CE_{i-1} + KQE_i + CE_i) = Y_d - Y_{i-1} - P(-CE_{i-1} + KQE_i + CE_i) = E_{i-1} - P(-CE_{i-1} + KQE_i + CE_i) \]
\[
\Rightarrow E_i = \frac{E_{i-1}}{E_{i-1}} = \frac{1 + PC}{1 + PC + PKQ} \tag{18}
\]
\[
\Rightarrow \left\| \frac{E_i}{E_{i-1}} \right\| = \left\| \frac{1 + PC}{1 + PC + PKQ} \right\| \leq \gamma < 1 \tag{19}
\]

Here, the norm \( \| \cdot \| \) is the infinity norm for all frequencies \( \omega \in \Omega \), where \( \Omega \) denotes the frequency band of interest. Stability conditions imply that tracking error \( E_i \) tends to 0 for \( i \rightarrow \infty \). The design of the controller can be thus performed in subsequent steps.

1) Check if stability condition is fulfilled by, e.g., Bode or Nyquist plot.

2) Tune the parameters of the transfer function \( C \) and \( K \).

The stability proof of the proposed approach is demonstrated on a one-degree-of-freedom mechanism where we assume that the feedback system without the iteration loop is stable. Here, we consider a third-order system transfer function \( P \) for the mechanism with the PD controller for \( C \). Since it is difficult to derive transfer function \( Q \) of the recursive regression given by (13) and (14), we used identification instead. The results of the identification showed that for a given set of parameters, i.e., the number of kernel function \( N = 25 \), their width \( d = 1 \) and the forgetting factor \( \lambda = 0.995 \), the recursive regression can be approximated as follows:

\[
Q = \frac{12.44s^2 + 248.9s + 2738}{s^3 + 8.938s^2 + 180.4s + 338.7}. \tag{20}
\]

The transfer function was estimated with the accuracy of 98.8%, final prediction error of 0.001 and mean square error of 0.001. The transfer function for \( K \) is derived from (15), using gains \( \alpha_i = 20 \) and \( \beta_i = 20 \).

The Bode analysis of the system given with (19) is shown in Fig. 1, where we can see that the stability condition of (19) is fulfilled. Stability condition further implies that the tracking error \( E_i \) tends to 0 for \( i \rightarrow \infty \).

If not stated otherwise, the same parameter set was used in the rest of the paper, i.e., \( \alpha_i = 20, \beta_i = 20, N = 25, d = 1, \) and \( \lambda = 0.995 \).
IV. AUTONOMOUS DATABASE EXPANSION

Iterative learning of CMPs simplifies the execution of dynamically versatile tasks, while ensuring at the same time accurate and compliant execution of the motion. However, since torques are usually not linearly scalable, TPs have to be learned for every variation of the task, which includes, for example, different payloads, goals, and even speeds. To avoid new learning for each task variation, or to at least significantly accelerate it, we propose using statistical generalization, which can generate good approximations of the TPs based on a given query point if sufficient training data are available. In case when executed generalized TPs satisfy the given error criterion, for example, the trajectory-tracking accuracy, they can be immediately added to the database of motion. If not, i.e., if the tracking accuracy is not sufficient, the recursive regression method (13)–(15) can be applied. Note that in such cases the generalized TPs are used for the initial approximation. This vastly reduces the number of needed iterations for learning. Fig. 2 shows the basic schema of the approach.

The task-space error, which is used in (15) to ensure that a robot accurately tracks the desired task-space trajectory encoded by a DMP, determines if a new TP should be added to the database

$$e_p = \sum_{j=1}^{I} ||e(j)||.$$  \hspace{1cm} (21)

Here, $e(j)$ is the vector of absolute difference between the actual task-space position $p$, and the desired position encoded in the DMP $p_d$. $I$ is the number of steps for one movement execution (iteration).

The database $H_{TP}^1$ for a given set of L examples is given by

$$H_{TP}^1 = \{w_{k,i}, c_{k}, k = 1, 2, \ldots, L \}$$ \hspace{1cm} (22)

where a TP, defined by weights $w$, is used together with associated DMPs to execute a task, defined by the query point $c$. Note that the task is executed in a compliant manner using low-feedback gains. By using GPR for statistical regression as in [7]

$$F_{H_{TP}^1} : c \mapsto [w_1, w_I]$$ \hspace{1cm} (23)

we can compute the initial TP parameters for the given query $c$, i.e., for the task variation. Note that generalization can also be used with DMPs (see [1]).

The learning process for a new TP is repeated as long as $e_p > e_c$, where $e_c$ is the given threshold. Once this criterion is met, the new TP is added to the database of motion $H_{TP}^1$. With the proposed approach, the database of CMPs can be autonomously expanded.

Fig. 2. Learning of CMPs using bootstrapping in the motor space.

Fig. 3. Experimental setup for the peg-in-hole task performed with Kuka LWR-4 robot.

Note that this kind of database expansion assumes that the kinematic aspect of the task is either known or can be computed, for example, with statistical generalization as in [1]. See also the discussion section.

V. EXPERIMENTAL EVALUATION

The proposed method was evaluated on the Kuka LWR-4 robot, where we demonstrate the peg-in-hole task, which includes interaction with the environment. Here, we first show the ability to learn CMPs, followed by the evaluation of the accuracy of generalized TPs using a leave-one-out cross-validation approach.

If CMPs are combined with low-gain impedance control, the interaction forces in case of collision with unforeseen objects will be significantly smaller compared to high-gain impedance control with similar tracking performance. Note that to achieve similar tracking performance with only impedance control, the robot should be practically stiff. For in-depth tracking and compliance analysis of CMPs please see [7].

To investigate the performance in case of collisions, we chose the peg-in-hole task. Here, the robot needs to learn the policy that compensates for the tool dynamics, i.e., the dynamics of the peg insertion, and then interact with the environment. The peg insertion also requires that a certain degree of force is applied for successful completion of the task, which further implies that the robot needs to learn new task dynamics that includes friction for each location of the hole.

The experimental setup for the peg-in-hole task is shown in Fig. 3. The task of the robot was to move from an initial position and insert the peg. Here, we assume that the desired motion encoded by a DMP is accurate enough for peg insertion. This means that if the robot could accurately track the DMP-provided trajectory, the peg insertion would be successful. However, due to the limitation of high-gain feedback control, i.e., high forces when in contact, this type of control cannot be used for pegs and holes with tight tolerances. However, in our proposed approach, the robot can gradually learn the corresponding torques for performing the task while being compliant.

To demonstrate the ability of learning and gradually building a database of motion, we selected 13 different positions for peg insertion,
all on the same plane. The locations of the holes in robot coordinate system can be seen in Fig. 4. To learn the corresponding TPs we again used an algorithm explained in Section III-B.

Three different cases were implemented for comparison. First, learning of each possible position of the hole without using generalization for the initial TP approximation. We denoted this approach by (a) in Fig. 4, where we can notice that on the average at least five learning epochs were needed to properly learn the skill.

Then, we applied the leave-one-out cross validation, where the selected position for the peg insertion was excluded from the database. All other movements were used for generalization of initial TP approximation. This approach was denoted by (b) in Fig. 4. We can see in the middle plot that on average two epochs were needed to properly obtain the required skill for peg insertion.

Finally, we show the performance of the proposed approach while gradually building the database of motion. Note that in this experiment the database was empty at the beginning. This approach was denoted by (c) in Fig. 4. This sequence was chosen because it shows that at the beginning, for cases from 1 to 4, the proposed approach is able to successfully expand the database autonomously. In the following cases, from 5 to 14, it shows that learning improves significantly compared to learning without using prior knowledge. We can see by comparing (b) and (c) that for cases 5 and onward, the number of epochs needed to successfully acquire the skill is similar. Note that for case 5 only movements from 1 to 4 were included in the database.

Besides the initial TP state, in general, the learning gains $\alpha_t$ and $\beta_t$ [see (15)] also influence the learning rate. Setting these gains too high might destabilize the system or if they are set too low, the rate of learning might not be effective. With $\alpha_t$ and $\beta_t$ set to predefined constants, the number of required epochs for TP learning depends only on its initial estimate. The effect of using prior knowledge from a database for initial TP estimation is depicted in Fig. 5. Here, we can see that the learning is almost twice as fast if the initial TP is approximated using statistical generalization.

Autonomous generation of trajectories can improve the ability of robots to act without constraints in unstructured environments. In this sense, the expansion of a trajectory database for generalization is a step in the right direction. On the one hand, we have shown that we can generate trajectories between the given data, i.e., make the database more dense, but on the other hand, we have also shown that we can expand the database beyond its borders, as in extrapolation.

Expansion of a trajectory database in this paper cannot be viewed as extrapolation per se, since critically, the kinematic aspect of motion, i.e., the DMP kinematic trajectory, has to be present. When making the database more dense, this trajectory can be the result of generalization, which will preserve the properties of motion [1]. On the one hand, for the database expansion, it can be as easy as demanding that the motion is straight, which sufficiently defines the properties of motion. On the other hand, complex motions that resemble the movements in the database cannot be obtained so easily. This is somewhat analogous to human motor learning, where it seems to be far easier to optimize an aspect of a previously acquired motion or even a paradigm, than it is to come up with something completely new.

In our case, we applied iterative learning to learn the dynamical aspects, i.e., the TP of the desired motion, which provides a new input for the database. In contrast to explorative learning, e.g., reinforcement learning, the reward for learning is the tracking error, which is signed (plus or minus). Reinforcement learning, however, is a method that could supplement iterative learning, as it can explore with far less constraints. Yet, explorative methods typically take considerably more iterations, one or two orders of magnitude more, to achieve the same results as iterative learning. Another aspect of consideration is that while using such methods, the results will optimize the reward, but the motion might not resemble the other motions in the database. Such results would not be useful for subsequent generalization. Additional constraints could direct the learning, but designing of such rewards can be extremely complex. It is therefore preferable to design the kinematic motion and apply iterative learning when applicable.

It should be stressed that the learning of dynamical aspects of motion, i.e., the TPs, is not trivial, as one has to take into consideration safety aspects as well as the nonlinearity of the search space. Hence, autonomous learning of TPs is another important contribution of this paper. In combination with generalization, which provides initial estimates, autonomous learning becomes very fast and provides the means to genuinely autonomously expand initial trajectory databases.

VI. DISCUSSION
VII. Conclusion

The proposed methods were shown to be applicable in contact with the environment. They extend the level of applicability of the CMP paradigm [7] to real-world scenarios. The results have shown that the database expansion can be autonomous, fast and applicable with different constraints, such as the afore mentioned contact with the environment. In the future, we will investigate if explicit dynamics models could be used as prior knowledge for the coarse estimation of the initial TP’s and we will explore more complex constraints, such as stability aspects on humanoid robots with a free-floating base.
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